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Abstract—This article presents the design and implementation of an embedded programmable processor with a custom instruction set architecture for efficient realization of artificial neural networks (ANNs). The ANN processor architecture is scalable, supporting an arbitrary number of layers and number of artificial neurons (ANs) per layer. Moreover, the processor supports ANNs with arbitrary interconnect structures among ANs to realize both feed-forward and dynamic recurrent networks. The processor architecture is customizable in which the numerical representation of inputs, outputs, and signals among ANs can be parameterized to an arbitrary fixed-point format. An ASIC implementation of the designed programmable ANN processor for networks with up to 512 ANs and 262,000 interconnects is presented and is estimated to occupy 2.23 mm² of silicon area and consume 1.25 mW of power from a 1.6 V supply while operating at 74 MHz in a standard 32-nm CMOS technology. In order to assess and compare the efficiency of the designed ANN processor, we have designed and implemented a dedicated reconfigurable hardware architecture for the direct realization of ANNs. Characteristics and implementation results of the designed programmable ANN processor and the dedicated ANN hardware on a Xilinx Artix-7 field-programmable gate array (FPGA) are presented and compared using two benchmarks, the MNIST sentiment analysis benchmark using a feed-forward ANN and a movie review sentiment analysis benchmark using a recurrent neural network.

I. INTRODUCTION

A biological brain consists of billions of relatively slow elements called neurons, each of which is connected to thousands of other neurons with which they communicate by sending messages in the form of voltage spikes [1]. An artificial neural network (ANN) is an information processing paradigm that is inspired by the way a biological brain processes information. An ANN is composed of interconnected processing elements referred to as artificial neurons (ANs), which loosely model the neurons in a biological brain. In an ANN structure, the interconnected ANs are organized among input, hidden, and output layers. An ANN stores representations in the interconnections between ANs (like the synapses in the biological brain), each of which contains a value known as the weight. Similarly to biological brains, ANNs learn by example. An ANN is configured for a specific application through the learning process. The learning mechanism involves adjustments to the weights of the interconnects based on the input patterns. Therefore, instead of being programmed as in microprocessors, ANNs learn what weights to use through a process called training. After observing enough examples, neural networks can categorize new objects they have never experienced before, or at least offer a prediction. During operation, a pattern is applied to the input layer. Each AN reacts to the input data. Using a set of weighted interconnects, particular ANs in the network react the strongest when they sense a matching pattern. The response is broadcasted to the other ANs in the hidden layers and finally, the prediction is produced at the output layer.

The application domain of ANNs is broad and diverse, including pattern recognition, image classification [2], autonomous vehicles [3], and language translation with recurrent neural networks [4]. Some recent research has been focusing on the digital hardware implementation of relatively large network models for high-performance and accelerated computing, such as AlexNet [2], VGG-16 [5], and GoogleLeNet [6]. Also, hardware realizations of convolutional neural networks (CNNs) have received interest [7]–[9]. Various processor-based architectures for the realization of deep neural networks (DNNs) have also been reported [10]–[16]. For example, Google’s neural network processor, the Tensor Processing Unit (TPU) [17], was designed to process computationally-intensive workloads of DNNs on server farms. There has also been work presenting custom instruction set architectures for neural network processors [18]–[20].

Recent advances in memristor technology has shown promising analog implementation of ANNs [21]. Memristors can exhibit a range of programmable resistance values and are the basis for multiply-accumulate (MAC) operations employed in ANNs. The weights are encoded as memristor resistance values and the dot-products are performed automatically as currents flow through the memristor-crossbar. While more area and energy-efficient than their digital counterparts, the memristor technology is not yet mature compared to the standard CMOS, precluding their applications in practical implementations [22].

While high-performance general-purpose processors or application-specific processors for high-throughput realization of large neural networks have received considerable attention, our focus in this work is on designing a compact and programmable processor architecture with a custom instruction set architecture for area- and power-constrained embedded applications utilizing moderately-sized ANNs. Moderately-sized neural networks consist of a relatively small number of neurons, in the order of hundreds to thousands, requiring a relatively small number of parameters (in the order of a few hundred thousand) compared to large network models with hundreds of thousands to millions of parameters. The designed processor architecture supports arbitrary interconnect structures among ANs to realize both feed-forward and
dynamic recurrent neural networks (RNNs) and is scalable, i.e., supporting ANNs with arbitrary number of layers and number of ANs per layer, limited by the number of available configurable resources on the device. Moreover, the processor architecture is customizable in which the numerical representation of inputs, outputs, and signals among ANs can be parameterized to an arbitrary fixed-point format.

One of the applications of ANN models is in brain-computer interfaces (BCIs) [23], [24]. In [25], an ANN is utilized for mapping neural activities from one region of the brain and produce neural stimulation to another region of the brain, in which the ANN behaves as an artificial pathway for restoring and augmenting functions. ANNs have been utilized for training spiking neural networks (SNNs) [26], which closely resemble the spiking dynamics of biological neurons, and decoding of neural signals for prosthesis control [27], [28]. SNNs pass information among neurons by emitting action potentials, or spikes. Because SNNs simulate the voltages found in biological neurons, they are considered a prime candidate for modeling biological neurons. There have been advances in both the computational models [29], [30] as well as hardware implementation of SNNs [31], [32]. Compared to ANNs in which the precise timing of spiking activity is not inherently part of the model [33], the timing resolution of spiking neurons greatly increases the computational complexity of SNNs. The computational complexity of the SNNs can be reduced using an event-driven methodology [31], in which a global clock signal is not required and the input and output behavior of the neurons are emulated without being strictly bio-physically accurate.

Recently published neuromorphic processors implemented in analog [34] and digital [35] are based on SNNs. These processors are not tuned to one specific application and often employ online learning methods, such as spike time-dependent plasticity [36]. Compared to the mature field of ANN training, the training algorithms for SNNs are still an active area of research [37], [38]. While neuromorphic processors may be ideal for systems where real-time learning or adaptation to signal changes is required, certain applications may not be well-suited for SNNs, such as classifications of frame-based data (i.e., data that is not inherently time-dependent) [39]. The widely-employed gradient descent-based learning schemes for training ANNs make them an attractive model when pre-processing is required.

This work focuses on the design and implements of a programmable processor architecture for realizing various ANN topologies and network specifications. The rest of this article is organized as follows: The design and implementation of the programmable ANN processor is presented in Section II. Section III details the design of a dedicated reconfigurable hardware architecture for the direct implementations of ANNs. The dedicated hardware architecture is used to assess and compare the efficiency of the designed ANN processor. In Section IV, two ANN benchmarks are employed, MNIST digit recognition [40] and epileptic seizure detection [41], to quantify and compare the implementation characteristics of the designed programmable ANN processor and the dedicated reconfigurable ANN hardware on a Xilinx Artix-7 field-programmable gate array (FPGA). Finally, Section V makes some concluding remarks.

II. THE EMBEDDED PROGRAMMABLE ANN PROCESSOR

An ANN is based on a collection of interconnected ANs. Each connection can transmit a signal from one AN to another. Typically, ANs are aggregated into layers and signals traverse from the first (input) layer to the last (output) layer, possibly through some middle (hidden) layers. The model of the AN and an example three-layer neural network consisting of an input layer, a hidden layer, and an output layer with 2, 3, and 1 ANs, are shown in Figs. 1(a) and 1(b), respectively. The number of hidden layers, the number of ANs in each layer, and the interconnect structure among ANs can vary greatly among various ANN models. The output $z_n$ of the $n$-th AN is computed by some non-linear activation function $f(y_n)$ of the sum of the weighted inputs and a bias as:

$$y_n = \sum_{i=1}^{M_n} w_{in} x_i + b_n,$$

(1)

where $x_i$ denotes the $i$-th input, $w_{in}$ denotes the interconnection weight between the $i$-th AN of the previous layer and the $n$-th AN of the current layer, $M_n$ denotes the number of inputs to the $n$-th AN, and $b_n$ denotes the bias for the $n$-th AN.

Fig. 1. (a) An artificial neuron and (b) a three-layer ANN.

Activation functions are used to model the excitation properties of biological brain neurons. By shifting the activation function to the left or right by a bias $b_n$, an ANN can fine tune how easy (or difficult) it is for particular ANs to exhibit an excited output state. Non-linear activation functions have been widely used in ANNs [42]. Two commonly used sigmoidal activation functions (SAFs) are the logistic sigmoid and the hyperbolic tangent (tanh) functions [43], which are defined as $f_l(y_n) = (1 + e^{-y_n})^{-1}$ and $f_t(y_n) = (2 \times (1 - e^{-2y_n}))^{-1} - 1$, respectively. The sigmoid and the tanh functions have bounded outputs within $[0, 1]$ and $[-1, 1]$, respectively. The rectified linear unit (ReLU) activation function

$$f_r(y_n) = \begin{cases} 
0 & \text{if } y_n \leq 0 \\
y_n & \text{if } y_n > 0 
\end{cases}$$

has also received applications in the hardware implementation of ANNs as it only requires a comparator and lookup tables (LUTs). However, because of the fixed wordlength of signals and the unbounded nature of ReLU, the output of $f_r(y_n)$ may overflow, causing erroneous values to propagate to subsequent layers of the network.
The top-level microarchitecture of the designed programmable ANN processor is shown in Fig. 2. It consists of memory units, an instruction decoder, a register file, and a layer processing unit (LPU) bank, which consists of \( k \) LPUs to perform the computation of ANs in a layer. The LPU’s datapath is shown in Fig. 3, which consists of a LUT RAM to store weight values, a MAC unit, and an activation function ACF unit. The end-user first loads a set of instructions, weights, biases, and network inputs to the Instr Mem, Weight Mem, and Input Mem, respectively, after which the processor can begin executing instructions. The artificial neuron memory AN Mem is used to store the output of each AN in the ANN. The depth of the AN Mem is directly defined by the total number of ANs. The instructions, which are addressed by the program counter (PC) register, are decoded by the Decoder to generate the appropriate control signals for the multiplexers and registers. The ACF unit is realized by implementing two sigmoidal functions, sigmoid and tanh functions, and the ReLU function. For the two SAFs, we have utilized the piecewise linear approximation (PLA) technique [44]. The work in [45] has also employed PLA for approximating the non-linear activation functions, however, it utilizes a fixed activation function and a fixed number of uniform segments. Since the MSE decreases as the number of segments approaches eight, we choose to implement the PLA of the logsig and logtanh functions utilizing eight uniform segments. The number of chosen segments may differ for other applications.

![Fig. 2. The top-level microarchitecture of the proposed programmable ANN processor.](image1)

![Fig. 3. The LPU datapath.](image2)

![Fig. 4. The mean squared error of the piecewise linear approximation of the logistic sigmoid and hyperbolic tangent functions over varying numbers of uniform segments.](image3)

![Fig. 5 shows the ACF’s datapath. The module Abs passes the two’s complement of input \( y_n \) if \( y_n < 0 \). The output of the](image4)
module \( \text{Abs} \) is then passed to the segment decoder module \( \text{SegDec} \), which uses a series of comparators to determine in which segment the input signal’s value \( |y_n| \) lies. The output of the segment decoder is then used as an address for the read-only memories \( \text{CROM}_T \) and \( \text{CROM}_L \), which store the coefficients of the piecewise linear approximations of the tanh and sigmoid activation functions for each segment, respectively. Because both SAFs are symmetric, only the coefficients within \([0, 5]\) are stored in the read-only memories (ROMs). Due to the relatively small number of coefficients, the ROMs are implemented using LUTs. The multiplexer on the output of the ROMs is used to select which SAF to compute, with the input select line \( \text{ACF}_\text{SEL} \). If \( \text{ACF}_\text{SEL} \) is determined to be fixed during run-time, the synthesis tool will remove the unused ROM. The multiplier and adder compute the linear approximation \( a|y_n| + b \), where the \( a \) and \( b \) coefficients are obtained using the PLA of the activation functions. If the input \( |y_n| \) lies outside the range of the selected number of segments \( NS \), then the function has reached saturation, either at \( 1 \) or \( -1 \) for tanh, or at \( 0 \) or \( 1 \) for sigmoid. Thus, the output of the segment decoder is compared to \( NS \). If the saturation condition is not true, the saturation multiplexer \( M_1 \) passes \( a|y_n| + b \). Note that for an input \( y_n < 0 \) for tanh, the output is \(-f(|y_n|)\). Thus, the output of the saturation multiplexer is passed to the two’s complement module \( TC \), which is implemented using an inverter and an adder, as shown in the \( \text{Abs} \) block. For the sigmoid function, the output \( f_i(y_n) \) for \( y_n < 0 \) is \( 1 - f(|y_n|) \). The output of the saturation multiplexer is thus passed to a subtractor. The output of the \( TC \) module or the subtractor is selected using the multiplexer \( M_2 \). For both sigmoidal activation functions, the output depends on the sign bit of the original input \( y_n \), which is used as the select line for multiplexer \( M_3 \). Ultimately the input \( \text{ACF}_\text{SEL} \) is used to select which of the activation functions’ outputs should be passed as the output.

We define a set of instruction types and formats, as shown in Fig. 6 for executing ANN operations using our application-specific programmable processor architecture. Each instruction is 28 bits: 4 bits are reserved for the operation code \( \text{opcode} \), and the remaining 24 bits are reserved for different fields, depending on the instruction type. The processor supports three different instruction types: variable instructions (V-type), network instructions (N-type), and control instructions (C-type instructions). The V-type instructions are used to add or subtract variables. The N-type instructions can be used to interact with the LPU bank, such as providing input data to LPUs and/or storing the output of the LPU bank into the \( \text{AN Mem} \). Finally, the C-type instructions support conditional and unconditional branches. Table I gives the list of defined custom instructions along with their assembly formats. The \( \$R \) symbol denotes the value stored in register \( R \) in the register file. The immediate values are encoded in the instructions.

The programs for the processor use the instruction set for loading weights into LPUs, applying inputs to LPUs simultaneously, and writing the LPUs’ outputs into the AN memory. Conditional and unconditional branches are used to iteratively compute and store the AN outputs of each layer. The ISA also supports RNNs. The key difference is that the hidden layer outputs of the previous time step are applied to the input of the hidden layer during the current time step. As seen in Program 1, weight values are first loaded into the LPUs. For the first time step, there are no previous hidden layer outputs and the current hidden layer outputs are stored in the \( \text{AN Mem} \). For the second time step and beyond, the input source is switched with the \( \text{AN Mem} \) after the network inputs have been loaded into the LPUs. The \( \text{LPU Bank} \) accumulates the weighted hidden layer outputs of the previous time step. For the example RNN in Program 1, the output layer of the RNN is only computed for the final time step, but this can be done for every time step if required. Because RNNs require values from the previous time steps, the total number of neurons that can be implemented is half of those for feed-forward ANNs. While

---

**Table I**

<table>
<thead>
<tr>
<th>Instruction</th>
<th>Assembly format</th>
<th>Description</th>
<th>Instruction type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Add</td>
<td>add $s1 $s2 $dst</td>
<td>$dst = $s1 + $s2</td>
<td>V-type</td>
</tr>
<tr>
<td>Add immediate</td>
<td>addi $s1 $s2 $dst</td>
<td>$dst = $s1 + $s2</td>
<td>V-type</td>
</tr>
<tr>
<td>Subtract</td>
<td>sub $s1 $s2 $dst</td>
<td>$dst = $s1 - $s2</td>
<td>V-type</td>
</tr>
<tr>
<td>Subtract immediate</td>
<td>subi $s1 $s2 $dst</td>
<td>$dst = $s1 - $s2</td>
<td>V-type</td>
</tr>
<tr>
<td>Set source</td>
<td>source code</td>
<td>MEM_SEL = code</td>
<td>N-type</td>
</tr>
<tr>
<td>Set function</td>
<td>sfunc code</td>
<td>ACF_SEL = code</td>
<td>N-type</td>
</tr>
<tr>
<td>Load weights</td>
<td>lw $raddr $node</td>
<td>LPU_Bank[$node].weights = WeightMem[$raddr]</td>
<td>N-type</td>
</tr>
<tr>
<td>Load all</td>
<td>la $raddr</td>
<td>LPU_Bank.inputs = Mem[$raddr]</td>
<td>N-type</td>
</tr>
<tr>
<td>Load all except</td>
<td>lax $addr $LPU</td>
<td>LPU_Bank[$LPU].inputs = Mem[$raddr]</td>
<td>N-type</td>
</tr>
<tr>
<td>Load single</td>
<td>ls $raddr $LPU</td>
<td>LPU_Bank[$LPU].inputs = Mem[$raddr]</td>
<td>N-type</td>
</tr>
<tr>
<td>Write to memory</td>
<td>wm $LPU $waddr</td>
<td>NodeMem[</td>
<td>$waddr] = LPU_Bank[$LPU].LPU_Out</td>
</tr>
<tr>
<td>Write to register file</td>
<td>wcf $LPU $waddr</td>
<td>ReqFile[</td>
<td>$waddr] = LPU_Bank[$LPU].LPU_Out</td>
</tr>
<tr>
<td>Branch on equal</td>
<td>beq $s1 $s2 offset</td>
<td>IF $s1 == $s2, PC = PC + offset, else PC = PC + 1</td>
<td>C-type</td>
</tr>
<tr>
<td>Jump</td>
<td>jump jumpTarget</td>
<td>PC = jumpTarget</td>
<td>C-type</td>
</tr>
<tr>
<td>No operation</td>
<td>nop</td>
<td>No Operation</td>
<td>C-type</td>
</tr>
</tbody>
</table>
LPUs store the current time step values into the AN Mem, the previous values must also be maintained. Note that the ANNs that can be implemented on a single FPGA are limited by the amount of configurable resources, including on-chip memory blocks and the operations supported by the LPUs.

Program 1. An example RNN program using our custom-developed ISA.

```
addi $0, $a0, 3 # 0 -> 3 time steps
add $0, $0, $a1 # time step counter
addi $0, $c0, 1 # increment var.
sfunc 2 # use ReLU
addi $0, $b0, 10 # output neuron
addi $0, $b1, 9 # HL size
rnnStart:
    source 0 # source is input mem.
    add $0, $0, $b2 # HL counter
loadIMem:
    lw $b2, $b2 # WeightMem.b2 -> LPUBank.b2
    beq $b2, $b1, loadIMem
    add $c0, $b2, $b2 # inc. b2
    jump HLWL
loadIMem:
    la $a1 # InMem.a1 -> LPUBank.all
    add $0, $0, $b2 # HL counter
    beq $a1, $0, writeHL
    source 1 # Prev. HL outputs
loadPrevHL:
    la $b2 # ANMem.b2 -> LPUBank.all
    beq $b2, $b1, zeroHL
    add $c0, $b2, $b2 # inc. b2
    jump loadPrevHL
zeroHL:
    add $0, $0, $b2 # HL counter
writeHL:
    wm $b2, $b2 # LPUBank.b2 -> ANMem.b2
    beq $b2, $b1, OLCheck
    add $c0, $b2, $b2 # inc. b2
    jump writeHL
OLCheck:
    beq $a1, $a0, OL
    add $c0, $a1, $a1 # inc. a1
    jump rnnStart
OL:
    add $0, $0, $b2 # HL counter
    lw $b0, $0 # WeightMem.b0 -> LPUBank.0
OLInputs:
    ls $b2, $0 # ANMem.b2 -> LPUBank.0
    beq $b2, $b1, writeOL
    add $c0, $b2, $b2 # inc. b2
    jump OLInputs
writeOL:
    wm $0, $b0 # LPUBank.0 -> ANMem.b0
```

Implementation of programmable processors with custom ISAs for neural network applications have been reported previously in [15], [18]–[20]. The work in [18] presents a 16-bit reduced instruction set (RISC) processor. The processor operates using a linear array of an uncrossed number of processing units (PUs). Depending on the available memory, each PU can support a number of PEs, with each PE supporting up to 64K of virtual interconnects. The defined 16 instructions provide the processing required by ANN algorithms. All instructions are one-word long with the same format consisting of a 4-bit operation code field and a 12-bit immediate/address field. Each of the supported 16 instructions require a different number of memory accesses and hence, cannot maintain single-cycle execution of instructions. To maintain single-cycle execution for most of the instructions, the authors have adopted a dual-phase, non-overlapping clocking scheme with memory accesses occurring at each clock phase. Our processor, however, does not need to leverage dual-phase clocking to maintain a single-cycle execution of instructions. Moreover, while our target application places an upper bound on the number of PEs supported, the bound with regards to the number of interconnects is limited by the available memory space, not the number of employed PEs. Unfortunately, the authors in [18] have not implemented their design on an actual device, so we cannot compare our implementation results. The ISA in [19] supports similar instructions as in our designed ISA, however, more complex instructions are supported for performing convolution layers, pooling layers, and activation functions required for acceleration of DNNs, which makes their processor architecture more complex. Note that the target application of [19] is FPGA acceleration of DNNs, whereas our ANN processor utilizes a simpler ISA for area and power-constrained embedded system applications.

The applicability of ANNs toward area- and power-constrained embedded applications thus leads to the need for such application-specific integrated processors (ASIPs) for ANN computation. The two previously reported ASIPs in [15], [20] utilize dedicated custom instruction set architectures for ANN operations. In [20], the authors utilize an architectural description language (ADL) to automate the generation of synthesizable descriptions of their hardware architectures and the required software tools (assembler, linker, and compiler) for their designed ASIP. Their ASIP is a 4-stage pipelined processor and their main processing elements are 32 multiply-and-accumulate units. Their design focuses on the implementation of multi-layer perceptrons on a Zynq FPGA using a user-defined non-linear activation function. The ANN ASIP presented in [15] contains a central processing unit for fetching and decoding the instructions from the memory. The supported activation functions are implemented using non-uniform linear approximation. A 16-word register file is utilized for both

![Fig. 6. Instruction types and their formats for the designed ANN processor.](image-url)
general purpose registers as well as control registers.

We have implemented our designed ANN processor for moderately-sized ANNs (up to 512 ANs with 262,000 interconnections) using the ASIC design flow. The ASIC has been implemented using the Synopsys design kit for a 32-nm CMOS process with a 1.6V supply voltage. Synthesis is performed using Synopsys Design Compiler and place-and-route is done with Synopsys IC Compiler. The memory units are implemented using the SRAM standard cells available in the Synopsys design kit. For supporting an arbitrary interconnect structure, the potential fanout of a neuron can be relatively large and hence, increasing the maximum number of supported ANs would directly increase the memory requirement and thus, the silicon area of the ANN ASIC. The chip layout of the designed ANN processor is shown in Fig. 7. The ANN processor ASIC layout is estimated to occupy an area of 2.23 mm² and consume 1.25 mW of power while operating at 74 MHz. Even though the maximum number of neurons and synapses, the activation functions, and the neural network operations are fixed after the chip fabrication, the ANN machine program that is loaded into the instruction memory of the processor can be readily updated to realize various neural networks. As can be seen in Fig. 7, the weight memories consume a significant portion of the silicon area, due to the processor’s support for arbitrary interconnect structures. Comparing our ASIC implementation results with recently implemented neural recording and/or stimulation brain implants [46]–[48] suggests that the designed ANN processor architecture can be used for in-vivo processing of brain neural signals, such as decoding motor signals to control a prosthesis [49]. The brain-implantable recording system presented in [46] was implemented using 180-nm CMOS technology. It consumes 10.57 mm² of silicon area and 1.45 mW of power while the internal digital controller is operated at 60 MHz. Another neural recording system is presented in [47], and it was implemented using 130-nm CMOS technology. It consumes 45.7 mm² of silicon area and 13.54 mW of power while the internal digital controller is operated at 93.6 MHz. Finally, the recording and stimulation neural interface presented in [48] was implemented in 350-nm CMOS. It performs optogenetic stimulation and consumes 4.21 mm² of silicon area and 13.4 mW of power while operating the digital control unit at 12 MHz. It can be seen that our implemented design fits within the safe brain-implantable margins in regards to power consumption and die area. While strict power dissipation constraints limit the amount of in-vivo processing, our designed ASIC meets the tissue-safe requirements with a power density of 0.56 mW/mm² [50].

Table II gives the ASIC characteristics and implementation results of various state-of-the-art programmable neural network processors. The work in [10] presents a DNN training processor for real-time object tracking. The processor was specifically designed for high-throughput applications. The work in [11] also presents a DNN processor for object tracking with on-chip learning. Their design was optimized for processing convolutional layers and their processing elements perform MAC operations using matrix-vector multipliers and adder trees. The work in [12] implemented a reconfigurable processor for a DNN using binary and ternary weights so the architecture does not require any multipliers. The work in [13] presents a processor-implementation for CNNs and RNNs for high performance computation. The processor in [13] has been optimized for hardware acceleration of large ANNs. The work in [14] presents a DNN processor for datacenter-based applications. The DNN processor, named Project Brainwave (BW) utilizes a neural processing unit (NPU) to perform vector- and matrix-based operations. One of the key features of the BW NPU is what the authors refer to as instruction chaining, i.e., most instructions expect (and produce) input (and output) arguments. This allows a sequence of instructions in which the output of the current instruction is passed to the next instruction. This enables the micro-architecture to avoid costly memory read and write operations, thus optimizing their design for high-performance computing.

<table>
<thead>
<tr>
<th>Work</th>
<th>Network</th>
<th>Technology</th>
<th>Voltage (V)</th>
<th>Clock (MHz)</th>
<th>Area (mm²)</th>
<th>Throughput</th>
<th>Power (mW)</th>
<th>Power Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>[10]</td>
<td>DNN</td>
<td>65-nm</td>
<td>1.2</td>
<td>200</td>
<td>4.4</td>
<td>51.2 GOPS</td>
<td>141.4</td>
<td>32 mW/mm²</td>
</tr>
<tr>
<td>[11]</td>
<td>DNN</td>
<td>65-nm</td>
<td>1.2</td>
<td>200</td>
<td>3.52</td>
<td>51.2 GOPS</td>
<td>126</td>
<td>35 mW/mm²</td>
</tr>
<tr>
<td>[12]</td>
<td>CNN/RNN</td>
<td>65-nm</td>
<td>0.6 ~ 0.9</td>
<td>20 ~ 400</td>
<td>4.8</td>
<td>410 ~ 3270 GOPS</td>
<td>3.4 ~ 20.8</td>
<td>0.66 ~ 4.33 mW/mm²</td>
</tr>
<tr>
<td>[13]</td>
<td>FF</td>
<td>65-nm</td>
<td>0.77 ~ 1.1</td>
<td>50 ~ 400</td>
<td>16</td>
<td>-</td>
<td>34.6 ~ 279</td>
<td>2.16 ~ 17 mW/mm²</td>
</tr>
<tr>
<td>Ours</td>
<td>FF/RNN</td>
<td>65-nm</td>
<td>1.6</td>
<td>74</td>
<td>2.23</td>
<td>74 MOPS</td>
<td>1.25</td>
<td>0.56 mW/mm²</td>
</tr>
</tbody>
</table>

Fig. 7. ASIC layout of the designed ANN processor.
Their target platform was the Intel Stratix 10 280 FPGA, which consumes 125 W of power with a peak throughput of 35.875 TFLOPS. While these processors focused on high-throughput applications utilizing relatively large neural networks, such as CNNs and DNNs, our focus is on the design of an efficient programmable ANN processor for realizing moderately-sized ANNs used in area- and power-constrained embedded applications. The ASIP presented in [15] was also implemented in a standard 130-nm CMOS technology. Their power consumption is directly related to a significantly lower operating frequency of 4 MHz compared to our 74 MHz operating frequency. Moreover, their reported throughput is significantly less than our design’s throughput. As given in Table II, our designed and implemented programmable ANN processor is ideal for relatively small to moderately-sized neural networks, commonly employed in the area- and power-constrained embedded applications, such as battery-powered wearable devices and mobile handsets. We presented one such application for the in-vivo real-time processing of the brain’s neural signals in [51]. Because the designed ANN processor meets the brain tissue’s stringent limitations of the silicon area and power consumption for implantable devices, it can be utilized for the in-vivo real-time processing of neural signals, which can then be used to control a prosthetic arm [52]. While the other ANN realizations given in Table II offer greater computational throughputs, their high power consumptions make them infeasible for power-constrained embedded applications.

### III. Dedicated Reconfigurable ANN Hardware

In order to verify and assess the efficiency of the designed programmable ANN processor, we have designed and implemented a dedicated hardware architecture for the direct implementation of ANNs. Using our custom-developed MATLAB interpreter, a given ANN specification is directly converted into its equivalent Verilog HDL description. This allows a dedicated hardware architecture to be readily developed for an arbitrary ANN topology. While the generated Verilog description is for the realization of the specified ANN only, the designed and implemented programmable processor can be utilized for realizing an arbitrary ANN specification by updating a new ANN program and a new set of values for the weight and activation function parameters. The dedicated hardware architecture can be reconfigured to support an arbitrary ANN configuration by specifying the number of layers, the number of ANs per layer, the interconnect structure, and the fixed-point format of signals. The principal processing elements (PEs) of an ANN are the ANs. An AN calculates the sum of the weighted inputs according to Equation (1) and computes the activation function value based on the calculated weighted sum. Because the number of inputs to a particular AN may vary among applications, we have designed a fully-parameterizable datapath for the AN. Since the target embedded devices typically have limited computational resources, for a compact implementation of the ANs, we employ the resource-sharing technique, as shown in Fig. 8, to greatly reduce the number of PEs required to compute the sum of weighted inputs. Two shift registers, which support parameterizable depths, receive the inputs and pass an input-weight pair to the registered multiply-and-accumulate MAC unit serially. The control unit CU is implemented using a finite state machine (FSM) and counts the number of inputs that have been given to MAC. Once all of the weighted inputs have been accumulated, the register MR is enabled to pass the weighted inputs to the bias adder. Finally, the biased and weighted sum is passed as an input to the activation function module ACF, which can be configured to support the ReLU, sigmoid, or tanh activation functions, and its output is written into the output register OR. Utilizing resource sharing for a compact realization of ANNs, the output will be ready after a latency of \( M_n + 2 \) clock cycles, where \( M_n \) denotes the number of inputs to the \( n \)-th AN. The control unit CU asserts the hand-shaking signal Ready, which informs the main controller that the output of an AN is available. The control unit also receives a control signal start from the main controller, which initializes the process of accumulating the weighted inputs, as well as resetting the output register of the MAC unit.

![Image of AN datapath](image)

**Fig. 8.** Datapath of an artificial neuron utilizing resource-sharing for compact implementation.

Table III gives the characteristics and implementation results of a 20-input AN using 20-bit inputs, 12-bit weights, and a 32-bit accumulator when utilizing either a SAF or the ReLU on a Xilinx Artix-7 FPGA. Each of the SAFs is implemented using 8 segments. The coefficients of the piecewise linear approximations are stored in the \( (\text{WI}, \text{WF}) = (1, 7) \) fixed-point format using one sign bit for the integer part and 7 bits for the fractional part. The output of the multiplier uses the larger number of the WI and WF bits to avoid overflow errors. For example, if the input format is \( (6, 14) \) and the coefficients are stored in the \( (1, 7) \) format, the intermediate signals would be represented in the \( (6, 14) \) format. For the sigmoidal activation functions, the output signal is always bounded between -1 and 1 and thus, the output’s WI can be represented by using only two bits.

<table>
<thead>
<tr>
<th>ACF</th>
<th>Regs. (%)</th>
<th>LUTs. (%)</th>
<th>DSP48s. (%)</th>
<th>Freq. (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sigmoidal</td>
<td>240 (0.09)</td>
<td>198 (0.15)</td>
<td>3 (0.71)</td>
<td>173</td>
</tr>
<tr>
<td>ReLU</td>
<td>104 (0.04)</td>
<td>80 (0.06)</td>
<td>1 (0.14)</td>
<td>394</td>
</tr>
</tbody>
</table>

**TABLE III**

**Characteristics and implementation results of a 20-input artificial neuron using 20-bit inputs, 12-bit weights, and a 32-bit accumulator on a Xilinx Artix-7 FPGA**

Fig. 9 shows the block diagram of the designed dedicated ANN hardware, which supports a parameterizable number of ANs in the input and output layers, variable number of hidden layers, and variable number of ANs per hidden layer. The number of network inputs and network outputs is also
parameterizable and can be specified by the user. The fixed-point numerical representation of input, intermediate, and output signals of an ANN and also its weight and bias values can be parameterized. The dedicated ANN hardware can be reconfigured to support an arbitrary interconnect structure among ANs, which allows modeling both classical feed-forward neural networks as well as dynamic recurrent networks. The values of weights and biases are stored in a register bank. The activation function of each individual layer can be chosen from the three designed activation functions. While our dedicated ANN hardware architecture is fully parameterizable, after synthesizing the design and implementing the ANN hardware on a target device, the architecture cannot be altered to realize a different ANN and is hence referred to as a dedicated hardware. Note that in our dedicated ANN hardware, the ANN parameters, i.e., weight and bias values, are stored in on-chip memory units (i.e., using BRAMs and LUTs on FPGA devices and SRAM macro cells on ASICs) rather than in off-chip memory modules. Therefore, the size of ANNs that can be realized is directly proportional to the total number of configurable resources and storage elements available on the target device. Utilizing on-chip storage elements, however, removes the need for off-chip memory and eliminates the memory bandwidth bottleneck.

**IV. DESIGN VERIFICATION AND BENCHMARK RESULTS**

The design flow for the implementation of the programmable ANN processor is as follows: (1) The instruction set architecture, which includes the required operations, the register set, and the assembly and machine instruction sets, is defined; (2) The microarchitecture of the processor is designed and described in Verilog HDL. The functional verification of the custom microarchitecture is performed using the Xilinx Vivado design suite; (3) For a given ANN, an assembly program is written and translated into its equivalent machine-level instructions using a custom developed interpreter. For fully-connected feed-forward ANNs, an interpreter is developed to translate the ANN description into its equivalent assembly code and subsequently, its machine-level instructions; (4) Functional verification is performed by simulating the programmable ANN processor on a Xilinx Artix-7 FPGA using the Vivado design suite. The ANN outputs are verified using a custom-developed graphical user interface for various benchmarks; (5) After functional verification, the ASIC flow begins with synthesizing the ANN processor description in Verilog HDL using Synopsys Design Compiler; (6) Synopsys IC Compiler is then used to perform placement and routing of the synthesized netlist; (7) After static timing analysis of the post-placed and routed design, the netlist is again simulated using Synopsys VCS for verification. To verify the designed programmable ANN processor and the dedicated reconfigurable ANN hardware and compare their characteristics and implementation results on a Xilinx Artix-7 FPGA, we utilize two ANN benchmarks.

We implemented the handwritten digit recognition benchmark using the MNIST dataset [40]. Fig. 10 shows the laboratory setup for verifying the functionality of the designed ANN architectures. The dataset is provided as 28×28 pixel grayscale images and the target outputs are provided as digits denoting the number shown in the image. To provide the network with the entire image, the rows of the image are concatenated to form a 1×784 image vector. The target data matrix included in the dataset provides the correct digit, represented in decimal, for each corresponding column test vector. However, due to the nature of the bounded ACFs, we have redefined the target data as 10-row column vectors. Rows 1 through 9 of the target matrix columns refer to a recognized digit 1 through 9, respectively, and the tenth row refers to a recognized digit 0.

Thus, the columns of the target data matrix have a single 1 and the rest are 0s. For the network implemented using the tanh SAF, the 0s are mapped to -1 to match the lower bound of the activation function output. Some pre-processing on the input data is also performed, such as mapping the input test vectors to values between 0 and 1 for the sigmoid, and between -1 and 1 for the tanh activation function, to reduce input wordlengths and avoid using overly large weight and bias values. We have chosen a four layer model given as 784→20→15→10, where 784 is the number of inputs, and 20, 15, and 10 are the number of ANs per layer, respectively. To obtain the optimal values of weights and biases, we use MATLAB's neural network toolbox [53] to train the handwritten digit recognition ANN. Since the ANN training for calculating the values of weights and biases is performed offline, one can utilize various training algorithms or machine learning frameworks, such as Caffe [54], TensorFlow [55], and PyTorch [56]. There have been considerable improvements in neural network training methodologies, from reducing the memory requirements of learned parameters via binarization [57], [58] to normalization.

![Fig. 9. Block diagram of the dedicated reconfigurable ANN architecture.](image1)

![Fig. 10. The laboratory setting for testing the programmable ANN processor and the dedicated reconfigurable ANN architecture.](image2)
approaches that significantly reduce the convergence time for training [59]. The weights are represented in the (5,11) fixed-point format. The processor’s instruction memory is loaded with an 82-instruction program to execute the MNIST operations. Fig. 11 shows the testing accuracy of the MNIST ANN over various number of SAF segments. One can see that using the logsig SAF results in a greater testing accuracy. As stated in Section II, the preferred activation function can vary among applications. Nevertheless, the designed programmable ANN processor supports the logsig, logtanh, and the ReLU activation functions.

We have also implemented a RNN for sentiment analysis of reviews from the internet movie database [60]. The RNN attempts to predict whether a review was positive or negative for a particular movie. We utilized a three-layer RNN model with 40 recurrent ANs with tanh activation functions and one output AN with the sigmoid activation function. The input to the RNN is a word vector of 16 elements and each review consists of 50 word vectors. After processing the last word vector, the sentiment is predicted by the output layer neuron. The network parameters, such as the word embeddings, which are numerical vectors that encode each word in the dataset vocabulary, the weights, and the bias values, were obtained using Tensorflow and Python and then converted into the fixed-point numerical representation. The assembly program to execute the sentiment analysis RNN consists of 79 instructions to predict the sentiment of each review. Despite a relatively small RNN of only 41 neurons, the network correctly predicts 80.66% of the 25,000 testing reviews.

Table IV gives the characteristics and implementation results of the dedicated reconfigurable ANN and RNN hardware and the processor architecture on a Xilinx Artix-7 FPGA. Because the dedicated hardware architecture is tied to a specific ANN/RNN, we have listed the benchmark network as well as the network topologies. The designed ANN processor supports up to 1024 arbitrarily connected ANs and has an LPU Bank with 10 LPUs. The latency in Table IV refers to the number of clock cycles required to execute the given benchmark. Dedicated hardware architectures for the MNIST and sentiment analysis (SA) benchmarks compute the network outputs in 6.1 $\mu$s and 17.9 $\mu$s, respectively. For our ANN processor, the latency is directly related to the number of operations executed in the program. For a fully connected feed-forward ANN, the number of operations can be given as $\sum_{i=2}^{\eta} [S_{i-1}([S_{i}/k]) + 2(S_{i}) + [S_{i}/k]) + S_{\eta}$, where $\eta$ denotes the number of layers in the network, $S_{i}$ denotes the number of inputs or ANs in the $i$-th layer, $k$ denotes the number of LPUs being used, and $[\cdot]$ denotes the ceiling operator. For RNNs, the latency can be given as $\sum_{i=2}^{N} [N_{i-1}([S_{i}/k]) + 2(S_{i}) + [S_{i}/k]) + S_{\eta}$, where $N$ denotes the number of inputs to the recurrent layer at a particular time step $i$, and $\tau$ denotes the number of time steps. The ANN processor computes the MNIST and SA network outputs after 27.8 $\mu$s and 270 $\mu$s, respectively. For a fair comparison between the MNIST and SA dedicated ANN hardware architectures, we compare their power and energy consumptions while running at 100 MHz. The MNIST and SA dedicated architectures consume 806 mW and 225 mW of power, respectively. Given their execution times, the MNIST and SA architectures have energy consumption rates of 6.6 $\mu$J and 6.3 $\mu$J, respectively. The processor consumes 235 mW of power while running at 62 MHz, and has energy consumption rates of 6.53 $\mu$J and 65.5 $\mu$J for the MNIST and SA programs, respectively. While the dedicated ANN hardware architectures can execute their respective benchmarks considerably faster, the processor architecture can support arbitrary ANNs by changing their programs, while using significantly smaller silicon area. For very small ANNs, the dedicated ANN hardware may be more energy efficient, however, this requires a larger silicon area for a dedicated hardware that is fixed for a specific network after implementation.

Recent research has also focused on the FPGA implementation of SNNs [61], [62]. While the flexibility of SNNs make them an attractive design choice for realization on FPGAs,

<table>
<thead>
<tr>
<th>Design</th>
<th>Benchmark/Network topology</th>
<th>LUTs (%)</th>
<th>Regs. (%)</th>
<th>BRAMs (%)</th>
<th>DSP48s (%)</th>
<th>Frequency (MHz)</th>
<th>Latency (Clock cycles)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dedicated ANN</td>
<td>MNIST</td>
<td>62695 (46.58)</td>
<td>206405 (76.67)</td>
<td>10 (2.74)</td>
<td>135 (18.24)</td>
<td>133</td>
<td>819</td>
</tr>
<tr>
<td>Hardware</td>
<td>78–20–15–10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dedicated RNN</td>
<td>Sentiment analysis (SA) 16–40–1 (50 time steps)</td>
<td>17547 (12.97)</td>
<td>35894 (13.33)</td>
<td>1.5 (0.41)</td>
<td>122 (16.49)</td>
<td>156</td>
<td>2800</td>
</tr>
<tr>
<td>Hardware</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ANN Processor</td>
<td>General-purpose FF/RNN (1024 ANs)</td>
<td>5064 (3.76)</td>
<td>553 (0.21)</td>
<td>20 (5.34)</td>
<td>30 (4.05)</td>
<td>62</td>
<td>MNIST – 1728 SA – 17285</td>
</tr>
</tbody>
</table>

Fig. 11. The testing accuracy of the MNIST ANN using the logsig activation function and tanh activation functions over various number of SAF segments.
the employed neuron models, depending on their level of biophysical accuracy, can result in a greater reconfigurable resource utilization. For example, [61] and [62] both present SNN hardware architectures supporting 1024 and 1440 neurons, respectively, on Virtex FPGAs. However, their reconfigurable resource utilization is significantly larger than that of our proposed ANN processor. The design in [61] consumes 19397 (9%) LUTs, 32420 (15%) registers, 264 (81%) BRAMs, and 16 (8%) DSP48s. The design in [62] consumes 55884 (37%) LUTs, 48502 (16%) registers, 392 (91%) BRAMs, and 408 (53%) DSP48s. While some applications, which require time-insensitive processing, may employ SNNs, tasks such as classification or pattern recognition can be efficiently realized using the designed ANN processor with significantly fewer resources.

V. Conclusion

This article presented a programmable processor with a custom instruction set architecture for the efficient realization of artificial neural networks (ANNs). A dedicated reconfigurable hardware for the direct implementation of ANNs was also presented. The ANN processor and the dedicated ANN hardware both support various ANNs with an arbitrary number of layers, number of artificial neurons (ANs) per layer, and arbitrary interconnect structures, including feed-forward and recurrent networks. The functionality and implementation results of both designs on a Xilinx field-programmable gate array (FPGA) were assessed and compared using two ANN benchmarks. The ASIC implementation results of the designed ANN processor confirm that our processor occupies smaller silicon area compared to the other state-of-the-art processors and consumes significantly less power. The designed programmable processor can be effectively used in area- and power-constrained embedded applications utilizing moderately-sized ANNs.
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