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Abstract— Recovering the symbols in a multiple-input
multiple-output (MIMO) receiver is a computationally-int ensive
process. The layered space-time (LST) algorithms provide a
reasonable tradeoff between complexity and performance. Com-
mercial digital signal processors (DSPs) have become a key
component in many high-volume products such as cellular tele-
phones. As an alternative to power-hungry DSPs, we propose to
use a moderately-parallel single-instruction stream, multiple-data
stream (SIMD) co-processor architecture, called DSP-RAM,to
implement an LST MIMO receiver that offers high performance
with relatively low power consumption. For a typical indoor
wireless environment, a 100-MHz DSP-RAM can potentially
provide more than 10 times greater decoding throughput at the
receiver of a (4,4) MIMO system compared to a conventional
720-MHz DSP. The DSP-RAM processor has been coded in a
hardware description language (HDL) and synthesized for both
available field-programmable gate arrays (FPGAs) and for a
0.18−µm CMOS standard cell implementation.

Index Terms— Layered space-time decoding, MIMO receiver,
processor-in-memory, parallel processing.

I. I NTRODUCTION

M ULTIPLE-INPUT multiple-output (MIMO) systems
have emerged as an attractive new paradigm for

spectrum-efficient wireless communications in rich multipath
fading environments [1]. The MIMO architecture can exploit
diversity in both space and time to significantly increase
system capacity as well as improve the quality (i.e. reduce the
symbol error rate (SER)) of the wireless link in the presence
of adverse propagation conditions, such as multipath fading
and interference.

Due to the high aggregate link capacity, an important first
challenge is to minimize the computational complexity of
the decoding algorithm at the MIMO receiver. Among the
published linear decoding techniques [1], thelayered space-
time (LST) algorithms [2], [3], [4], [5] employ a divide-
and-conquer approach where, rather than jointly decoding
the received symbols from all transmitter antennas, the re-
ceiver sequentially decodes one symbol at a time beginning,
preferably, with the symbol with the highest signal-to-noise
ratio (SNR). The LST decoding algorithms then predict and
then subtract away the interference due to the most recently
decoded symbol from the simultaneously received signals, and
then proceed to decode the next symbol, and so on. The
computational complexity of LST decoding is reported to
be O(n4) in the numbern of antennas for the zero-forcing
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(ZF) [3] and mininum mean-squared error (MMSE) LST
algorithms, andO(n3) for the square-root [6] and ordered QR-
LST algorithms [7]. However, the running time of an algorithm
depends on the number of hardware instructions that need to
be executed, and this number depends on the architecture of
the processor. Given a scalable parallel processor architecture,
in particular, a key factor is the degree to which the algorithm
can be parallelized and mapped efficiently onto the available
processor resources.

The great computational demands of MIMO signal de-
coding can exceed the performance available from even
high-end DSPs. Therefore a second practical challenge in
MIMO systems is to develop low-power, but sufficiently high-
performance, hardware to implement the receiver. Application-
specific integrated circuits (ASICs) have been proposed to
implement MIMO decoding algorithms [8], [9] and contempo-
rary FPGAs have been used successfully to prototype MIMO
testbeds [10], [11], [12]. However, in the published LST
decoding algorithms, there is abundant inherent parallelism
that has yet to be exploited to increase the symbol decoding
throughput at the receiver. Therefore an alternative approach
to using a faster conventional processor or an ASIC is to
identify and exploit opportunities for parallel processing using
a flexible parallel architecture to maximize the useful workthat
is accomplished in every clock cycle.

DSP-RAM is a moderately-parallel, scalable SIMD co-
processor architecture for high-performance signal processing
[13], [14]. In the processor-in-memory(PIM) architecture
[15] of DSP-RAM, a linearly-interconnected array of sim-
ple processing elements(PEs) is integrated with associated
local memories. Integrating the processors with the memo-
ries exposes the enormous data bandwidth between the two,
and eliminates the bottleneck that otherwise occurs on an
external bus between the memory chips and processor(s) in
conventional architectures. The degree of parallelism (i.e., the
number of PEs) provides a trade-off between including more
transistors on a die to increase the throughput of a parallel
algorithm, and running at a slower clock frequency to simplify
the implementation and still meet the required processing
performance. In addition, reductions in the core operating
voltage might be possible. Since dynamic power consumption
is proportional to the voltage squared [16], the possibility of
reducing the core voltage would be especially attractive in
power-constrained systems.

The rest of this paper is structured as follows: Section II
reviews the LST MIMO architecture. The related decoding
algorithms and the key characteristics that make them suitable
for parallel realization are discussed. The parallel DSP-RAM
architecture is presented in Section III. Section IV discusses
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Fig. 1. An (nT , nR) MIMO channel.

the mapping of the LST algorithm onto DSP-RAM. Section
V describes the implementation of a MIMO receiver onto six
different commercially available processors and an efficient
realization of LST decoding onto the parallel DSP-RAM archi-
tecture. Finally, Section VI makes some concluding remarks.

II. MIMO S YSTEMS AND DECODING TECHNIQUES

Figure 1 illustrates the model of a MIMO channel between
nT > 1 transmitter antennas andnR > 1 receiver antennas,
which collectively will be called an(nT , nR) MIMO system.
The input/output relations over a MIMO channel can be rep-
resented using complex baseband vector notation as follows:

y =

√

ρ

nT
Hc + w (1)

where c = (c1, c2, . . . , cnT
)T denotes the vector of trans-

mitted symbols (collectively called aspace-time(ST) sym-
bol) drawn from a finite complex signal constellationQ,
y = (y1, y2, . . . , ynR

)T denotes the corresponding vector of
received symbols, andw = (w1, w2, . . . , wnR

)T denotes an
additive white Gaussian noise(AWGN) vector. Vectorw com-
prises statistically-independent, normally-distributed variables
with equal variance. The random Rayleigh channel model in a
flat-fading, richly scattering environment with no line-of-sight
can be represented as annR × nT matrix H = [h1, . . . hnT

],
wherehk is the column vector of complex transfer gains from
thek-th transmitter antenna to allnR receiver antennas. Each
entry hij in H denotes the gain from transmitter antenna
j to receiver antennai. The hij are usually modeled as
independent identically-distributed(i.i.d), complex Gaussian
random variables of zero mean and variance 0.5 per dimension
[1]. Finally, ρ denotes the SNR per receiver antenna defined
as the ratio of the total transmitted power per channel used
divided by the per-component noise variance. The power
launched by each transmitter is normalized bynT so that the
total radiated power is constant and independent ofnT for a
fixed SNR.

As given in Equation (1), the signal at each receiver
antenna is the superposition of transmitted symbols scaledby
the channel gain and corrupted by AWGN. In the receiver,
the nT components of a transmitted ST symbolc must be
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Fig. 2. LST transmitter architecture.

recovered from the received signal vectory and the previously-
estimated channel matrixH [17]. If the multipath scattering is
sufficiently rich, the transmitted signals are scattered slightly
differently since they originate from different transmitter an-
tennas and propagate over different paths. Consequently, if
the MIMO system equations are sufficiently independent, a
decoding algorithm at the receiver can recover the symbols
despite the multitude of interferers.

Several techniques have been proposed for recovering the
symbols transmitted bynT antennas [2], [3], [4], [5], [6], [7],
[18]. From estimation theory, the optimal decoding method
with respect to the error rate ismaximum likelihood(ML),
where the receiver considers all possible ST symbols that could
have been transmitted, i.e.,

ĉ = arg min
c∈QnT

‖y − Hc‖ (2)

where the minimum is sought over all possible ST symbols
c ∈ QnT and ‖ · ‖ denotes the Euclidean norm. Because
ML decoding requires an exhaustive search over a typically
large setQnT , its computational complexity can be high, and
probably prohibitive when many antennas and/or high-order
modulations are used. Even though the complexity of ML de-
coding is often too great, the algorithm clearly has potentially
exploitable parallelism when calculating‖y − Hc‖ over all
possiblec ∈ QnT . If the algorithm could be parallelized and
mapped onto a parallel computer architecture withnP PEs,
the throughput could be directly multiplied bynP . Sphere
decoding (SD) is a promising approach which attempts to
prune the search space rather than searching over all possible
points. However, SD is inherently an irregular algorithm [18]
and mapping an algorithm that has a complicated control se-
quence onto a data-parallel processor decreases the efficiency
[19]. Most practical systems use heuristic decoding techniques
[8], [9].

The LST MIMO architecture [2], [3] introduces temporal
and spatial diversity into the transmitted signals. A block
diagram of a conventional single-user LST system is shown in
Figure 2. The incoming information bits are denoted by{bk},
wherek is a discrete time index. The high-rate data stream
is demultiplexed intonT equal-capacity parallel substreams,
called layers. Each layer is then encoded separately using the
same constellation. If a block of information consists ofL
space-time symbols, the output of thenT encoders can be
represented by the following(nT×L) ST codeword matrixC:

C =







c1
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Matrix C comprises the symbols that are transmitted bynT

transmitter antennas atL different time instants. The resulting
ST signals drive identical transmitter pulse filters and the
resulting analog baseband signals are modulated by a carrier
and broadcast bynT antennas. All transmitter antennas are
assumed to use the same constellation and to transmit data
simultaneously using the same carrier frequency and symbol
timing in the same frequency band. The capacity of the
wireless channel under these conditions grows linearly with
min(nT , nR) [1].

The LST receiver algorithm consists of two phases [3]:
First, the channel matrix is estimated [20]. The channel state
information is assumed to be known to the receiver but not to
the transmitter [17]. Second, the received data signals from one
ST symbol interval are processed to recover thenT transmitted
complex symbols,(cj

1, . . . , c
j
nT

), within a fixed number of
symbol times after timej.

In a LST MIMO architecture, for a given ST symbolc,
a divide-and-conquer decoding strategy, callednulling and
cancellation, has been proposed [2]. The decoding algorithm
proceeds iteratively through the following three steps until all
nT symbols are recovered.
Step 1) Interference nulling: Interference nulling tries to
reduce the amount of interference towardsck by multiplying
the received signaly by anulling vectorgk [4]. Consequently,
the symbol rate processing has a computational complexity
of only O(n2). In ZF-LST, gk can be calculated using the
k-th row of G = H

†
k where the notationHk denotes the

matrix obtained by zeroing columnk of H and the superscript
† denotes the Moore-Penrose pseudo-inverse operator with a
computational complexity ofO(n3) [21]. Since all compo-
nents of a transmitted vectorc are assumed to utilize the
same constellation, the componentcj with the lowest post-
detection SNR will dominate the error performance of the
detection process. It was shown in [2] that starting with the
symbol (layer) with the strongest post-detection SNR and then
proceeding successively to the symbol with the weakest SNR
improves the performance remarkably [3]. This corresponds
to choosing the rowgk of G = H

†
k with the minimum norm,

k = min
i

‖gi‖
2, and selecting the corresponding row as the

nulling vector in the interference nulling step. Thus, thek-th
element ofc with the highest SNR is detected bŷck =gk y.
Step 2)Symbol decoding: Symbol ck from the k-th trans-
mitter antenna is estimated by mapping to the nearest symbol
ck =Q(ĉk) in the constellation, whereQ is the quantization
function appropriate to the constellationQ in use.
Step 3) Symbol cancellation: At this stage, the recovered
symbol ck can be used to improve the estimate of the
remainingnT − 1 symbols that are yet to be recovered. The
interference on thenT − 1 other signals due tock can be
subtracted out from the received signal asy′=y−ckhk. Thus,
the number of signals remaining to be detected is reduced by
one with each decoding step.

There are other published LST decoding algorithms with
various computational complexities [1]. Different methods
are used to calculate the nulling vectors. To improve the
SER performance, especially for mid-range SNR values, the
nulling vectors can be obtained using the MMSE algorithm

[1]. MMSE nulling yields the nulling matrixG = (HHH +
1/ρ I)−1HH . The computational complexity of this algorithm
is similar to ZF-LST but the SNRρ has to be determined
at the receiver. The square root algorithm [6] was proposed
to calculate the nulling vectors using unitary transformations
instead of repeatedly evaluating the pseudo-inverse of there-
duced channel matrices. Even though the square root algorithm
offers an order of magnitude reduction in the computational
complexity compared to MMSE-LST decoding, it is shown in
[5], [6] that for a typical number of antennas (e.g., between
one to eight) the complexity of the algorithm in floating-
point operations (FLOPs) is almost the same as for other
LST decoding algorithms. The ordered QR decoding technique
proposed in [7] uses the modified Gram-Schmidt (MGS)
algorithm. In this approach, rather than explicitly calculating
the nulling vectors, the channel matrix is decomposed and then
optimal ordering is applied to the MGS algorithm to perform
the LST decoding.

The required SER performance and decoding rate are two
important decoding algorithm metrics. However, the microar-
chitecture of the target processor can greatly influence de-
coding algorithm running times so one must be careful to
choose the most appropriate decoding algorithms for different
processors. In either of the above LST decoding algorithms,
there is much data-level parallelism that we propose to exploit
using a moderately-parallel architecture. Even though both
the square-root and ordered QR algorithms provide better
numerical stability and less computational complexity than the
MMSE-LST algorithm [6], [7], they exhibit load imbalance
and hence a less efficient hardware utilization when they are
mapped to a linear parallel architecture [21]. Therefore, we
used MMSE-LST as the default decoding technique. How-
ever, our parallel implementation, described below, couldbe
modified to accomodate any of the above decoding algorithms.

III. A PARALLEL ARCHITECTURE FORDIGITAL SIGNAL

PROCESSING

In many indoor wireless environments in the presence of
fading, high symbol rates imply that the recovery process will
be computationally intensive. As an efficient alternative to
using a single, high-performance processor to achieve real-
time decoding, multiple simpler processors can be considered
to exploit the data-level parallelism in the decoding algorithms.
DSP-RAM is a processor-in-memory (PIM) SIMD processor
consisting of a linear array ofnP simple fixed-point PEs,
as shown in Figure 3. Each PE consists of a data path,
containing data registers and functional units, and a local
memory. The DSP-RAM controller is a state machine that
broadcasts micro-instructions to the PEs, exchanges data with
the PEs (described later), and interfaces to the host processor.
The DSP-RAM controller broadcasts one instruction stream
and all PEs execute the same instructions in lock-step over
multiple instances of data stored in their local memories.
The DSP-RAM architecture is readily scalable from its HDL
specification, and more processing elements can always be im-
plemented as required to achieve any higher symbol decoding
rate.
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The DSP-RAM architecture provides an efficient process-
ing platform for implementing many algorithms with data-
level parallelism [13], [14]. If the algorithm scales well on
the linear array of the parallel architecture, the processing
throughput will be increased directly by increasing the degree
of parallelism (i.e., the number of PEs). More PEs implies
more transistors on the chip. However, the processor can
often operate at a slower clock frequency and still meet the
required processing performance. As well as lowering the
clock frequency, one might also choose to lower the power
supply voltage. Since power consumption is proportional to
the square of the power supply [16], the possibility of reducing
the voltage in DSP-RAM would be attractive for power-
constrained processing platforms.

PIM-style architectures like DSP-RAM can offer the fol-
lowing advantages [15]:

• Internal memory accesses are usually much faster than
external memory accesses.

• For high data rate applications, the restricted bandwidth
to external memory tends increasingly to limit the overall
performance. In the PIM-style architecture, the processor
can directly-exploit the very large (e.g. 1024-bit) bus
width at the sense-amplifiers of the internal memory
blocks.

• Both the capacity and word width of custom on-chip
memories is adjustable to any convenient value. There is
no need to conform with standard memory configurations.

• System power consumption is reduced because fewer
external memory accesses are generated. Such accesses
consume significant power when driving the relatively
high-capacitance of off-chip buses.

The architecture of one PE in DSP-RAM is shown in
Figure 4. Each PE stores data in its own local memory,
which we assumed to be partitioned into two banks, labeled
SRAM A and B. Therefore two operands can be fetched
simultaneously from memory. We assumed a word width of 16
bits but this can be easily adjusted. The core of each PE is a
pipelined multiplier accumulator (MAC). Two 16-bit operands
can be multiplied and the 32-bit product can be added to
the content of the 48-bit accumulator (ACC) register through
the adder/subtractor. Use of extended precision (48-bit) inner
product accumulation reduces the rounding error and allows
for more accumulation steps without risk of overflow. Since
the MAC is in the critical path, the number of pipeline stages
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Fig. 4. Architecture of one processing element.

in the MAC can be adjusted to achieve different throughputs.
The shifter can perform a logical shift, an arithmetic shift
or no shift before the MAC output is loaded into the ACC
register. As an example, to execute theMAC A,B instruction
two 16-bit operands are read from the memory banks and then
multiplied in the MAC unit. Since the adder is enabled and
the shifter is disabled by the controller, the 32-bit product is
summed into the 48-bit accumulator value and stored. The
result can then be kept in the accumulator, written back into
the local memories, or written onto the shift bus to move it into
the neighbor’s PE shift register. To perform the division and
square-root operations, rapidly-converging iterative algorithms
based on multiplication can be used [22]. To perform division,
the Goldschmidt algorithm takes advantage of the pipelined
multiplier to permit division in⌈log2 16⌉ = 4 iterations [22].

It is possible to temporarily exclude processors in the DSP-
RAM from executing an instruction depending on certain
logical conditions. A comparator and stack are provided in
each PE to support if-then-else conditional control flows. The
depth of the hardware stack is configurable to allow different
nesting depths in the program. The MEMEn signal enables
the local memories in each PE. The arbiter module provides a
global minimum compare operation (assuming a wired-AND
implementation of the global broadcast bus) among all the PEs
to speed up the merging of local results from the PEs into a
single global result.

A simple communication network includes local left and
right shift busses between adjacent PEs and a global broadcast
bus. Data can be transferred into a PE in three ways: First,
data can be transferred over the 16-bit wired-AND global
broadcast bus from one data source (the host processor or
one or more PEs) to all PEs. When the same constant needs
to be stored into each PE, the broadcast bus can be used
to broadcast the value into each PE’sbroadcast bus register
(BBReg). For example, loading thenR×nT complex channel
gain coefficients into the PEs local memories requires only
2nR nT + p clock cycles, wherep is the number of pipeline
stages between the broadcast bus and the local memory banks
of the PE. Second, data can be sent to the left or right
nearest-neighboring PEs over the 48-bit left/right shift bus,
shown in bold arrows in Figure 4. The shift bus can be used
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to shift three 16-bit operands between PEs. Thus incoming
ST symbols can be loaded efficiently into the corresponding
PE memories. Note that the operations of writing data into
and reading data from the DSP-RAM can be interleaved. For
example, previously decoded data may be shifted out to the
host processor at the same time that a current block of data
is being decoded. Since the I/O path over the shift bus uses
only the 48-bit shift register and the shift bus, the memory
is free during the shifting of incoming data and, therefore,
significant power savings can be realized over a sequential
memory load that requires a memory access for each data
value [13]. Consequently, shifting of data can occur in parallel
with the processing of local data in each PE. Finally, data can
be loaded by memory write operations from the DSP-RAM
controller or host processor into any locations in the two local
memories. This requires one write instruction for every single
data word and therefore is relatively slow.

IV. M APPING LST DECODING ONTODSP-RAM

One of the key decisions when implementing LST decoding
on DSP-RAM is the mapping of subtasks onto the mod-
erate number of PEs. Decomposing the decoding procedure
into finer subtasks and distributing them among the PEs for
parallel execution will affect the degree of concurrency and,
consequently, the overall throughput. Moreover, since inter-PE
communication delay often significantly affects the decoding
throughput [23], if we map the calculation onto the PEs in
such a way that inter-PE communication is minimized, we can
generally expect higher performance and lower dynamic power
consumption. Therefore the aim of the mapping is twofold:
First, balancing the load among the PEs and increasing the
resource utilization by uniformly distributing the decoding
of the received ST symbols onto the available PEs. Second,
according to the interconnection topology of the DSP-RAM,
the decoding algorithm should be mapped onto the PEs to
minimize the communication overhead.

We define athread to be a recovery process for a ST
symbol that was transmitted in the same symbol time by
nT transmitter antennas. As illustrated in Figure 5, a thread
involves nT nulling steps,nT decoding steps andnT − 1
cancellation steps. The recovery process can be completed
entirely within a single symbol period or can be pipelined
over a fixed number of symbol periods. For instance, as shown
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Fig. 6. Dataflow diagram of the symbol decoding process fornP ST symbols.

in Figure 5, a thread can be pipelined across several PEs
(similar to the mapping used in [24]). Since all PEs execute
the same stream of SIMD instructions, the last redundant
cancellation step, shown with dotted lines in Figure 5, must
also be performed. In addition, due to the data dependency in
the iterative three-step decoding algorithm, the communication
penalty can be high. This particular mapping involves at most
nT PEs, implying that the maximum speed-up would be only
nT . Therefore, in this mapping the load cannot be uniformly
distributed among only a moderate number (e.g. 64) of PEs. A
more efficient approach, shown in Figure 6, takes advantage
of the distributed memory architecture of the processor and
maps a decoding thread to a dedicated PE. Thus the recovery
of a ST symbolyk, wherek is thek-th vector in a codeword
matrix, can be performed by PEk in the DSP-RAM. In this
mapping the last additional cancellation step is not required.
The mapping minimizes the inter-PE communication and
decouples the number of PEs in DSP-RAM from the number
of transmitter/receiver antennas. Therefore, the number of PEs
can be scaled based on the desired decoding rate. The greater
the number of PEs, the greater the degree of parallelism and
the higher the decoding throughput.

The decoding process starts by loading the channel matrix
into each PE’s local memory using the broadcast bus. For a
Rayleigh block-fading channel model, the channel characteris-
tics are assumed to be fixed over constant-sizedL data blocks.
Therefore the channel gains need to be loaded only once at the
beginning of each block. In the next step, the nulling vector
calculation can differ depending on the decoding algorithm.
The MMSE nulling vectors can be efficiently obtained on
DSP-RAM. First, the pseudo-inverse of the deflated channel
matrix H, namelyH† = (HHH)−1HH , has to be calculated
nT times at the beginning of each block. Since the dimensions
of H are typically small, to obtain higher accuracy, we have
chosen the direct approach [25] instead of the iterative method
to invert the matrix. There are several published techniques
for calculating the matrix pseudo-inverse using direct routines
[23]. In addition to the strong influence of the DSP-RAM mi-
croarchitecture on the complexity of the parallelized pseudo-
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inverse algorithm, the structure of the channel matrixH may
also influence the choice of algorithm. Since the channel
matrix in practice does not fall into any of the special cases,
mapping Cramer’s inverse method overnR × nT PEs gives
an efficient parallel realization on DSP-RAM. This technique,
which is also used in Intel’s MMX library [26], requires
only one division operation. To calculate the pseudo-inverse
of nT deflated channel matrices,H, with the rank ranging
from nT down to 1, nT iterations are required. In iteration
k, the k2 cofactors ofHHH can be calculated concurrently
in complex arithmetic using a single instruction stream over
k2 PEs. Then cofactors are passed among the PEs and each
PE calculates theH† =

[

1
det(HHH)

adj (HHH)
]

HH , where
det and adj denote the determinant and the adjoint matrix
of HHH, respectively. Note that assuming a block-fading
channel model, the nulling vectors need to be calculated only
once usingnT instances of pseudo-inversion of the deflated
channel matrixH at the beginning of each received block.

The process of loading the received ST symbols into
the DSP-RAM can be overlapped with the nulling vector
calculation. A block of received information is first divided
into sub-blocks of sizenT × nP , wherenP ≪ L, and the ST
symbols of each sub-block are loaded consecutively using the
left/right shift bus into the corresponding PE’s memory. Since
the sizenP of a sub-block is typically much smaller than the
block sizeL for the block-fading wireless channel model, this
approach reduces the initial latency of the decoding process
considerably.

After loadingnP ST symbols into the PEs’ local memories
and calculating the nulling vectors, each PE concurrently ini-
tializes the iterative three-step decoding process and decodes
one received ST symbol. Therefore the time to processnP

threads is equivalent to the processing time of one single
thread, hence the throughput is directly increased by a factor
of nP . When the parallel decoding is finished, the resulting
symbols are shifted out from each PE into the host processor
while the next set ofnP signals is shifted into the PEs’ local
memories. Therefore, the write and read operations are also
overlapped. This process of decoding the received ST signals
is continued until all of the received symbols in a block are
recovered. Decoding of the next block can begin as soon as
the channel gain coefficients are estimated at the receiver.

V. I MPLEMENTATION OF A MIMO RECEIVER

To determine the efficiency and compare the performance
of the parallel implementation of LST decoding on the
moderately-parallel DSP-RAM architecture with conventional
implementations on contemporary DSPs, a (4,4) MIMO sys-
tem with 16-QAM modulation was modelled for six different
processors. The processor specifications are summarized in
Table I. The ARM7TDMI is an embedded RISC processor
with very low power consumption on a small die size that does
not have any DSP-specific features [27]. The SA-110 uses ar-
chitectural enhancements beyond the original ARM processor
to execute at rates far exceeding those of the ARM7TDMI. The
PXA255 processor from Intel Corp. is a 32-bit super-pipelined
16-bit SIMD processor intended to enhance audio/video de-

TABLE I

PROCESSORSPECIFICATIONS

Data Instr. Clock Core Core Proc.

Processor Width Width Freq. Volt. Power Tech.

(MHz) (V) (mW) (µm)

ARM7TDMI 16 16/32 133 1.08 332 0.13

SA-110 32 16 233 2.0 1000 0.35

PXA255 16/32 16/32 400 1.65 2598 0.18

TMSC6416T 8/16 32 720 1.2 2147 0.13

TMSC6713 32 32 225 1.26 1386 0.13

ADSP-TS203 32 32 500 1.05 2700 0.13

TABLE II

DSP-RAM PEIMPLEMENTATION CHARACTERISTICS

Device Clock Core Core Proc.

Freq. (MHz) Volt. (V) Power (mW) Tech. (µm)

Virtex E 98 1.8 970.24 0.18

VirtexII 120 1.5 968.48 0.13

VirtexII Pro 130 1.5 1057.99 0.13

coder performance [28]. The VLIW-based TMS320C6416T-
720 from Texas Instruments Inc. is a high-performance signal
processor that contains two identical fixed-point data-paths
[29]. The TMS320C6713-225 is a family of 32-bit floating-
point DSPs that target applications such as 3-D graphics,
radar and speech recognition. Analog Devices’ ADSP-TS203
is optimized for demanding multiprocessor DSP applications
such as communication infrastructure [30]. This processor
supports both fixed-point and floating-point computations.

The regular architecture of FPGAs is a convenient platform
for prototyping the linear DSP-RAM architecture. Contempo-
rary FPGAs integrate megabytes of memory with multiple mil-
lions of equivalent logic gates arranged in a two-dimensional
array of configurable logic slices [31]. A 64-PE DSP-RAM
system was synthesized from a Verilog HDL description to
various FPGAs. Each PE contained 512 bytes of local memory
for implementations on the Virtex-E XCV3200E-7-FG1156,
Virtex-II XC2V8000-5-FF1517 and Virtex-II Pro XC2VP125-
5-FF1704 FPGAs. Table II shows the clock frequency and core
power consumption metrics for one processing element. Table
III shows the resource utilization of the implementations of
the DSP-RAM PE on the different FPGAs. For the FPGA
implementations, single-port Block RAMs (BRAMs) were
synthesized and the maximum pipelined multipliers were im-
plemented in look-up tables (LUTs). Since there are typically
alternative arithmetic circuit implementations with different
maximum clock rates, areas and power dissipation values, one
may choose different cells from the FPGA vendor’s component
library to meet the target application requirements. The same
DSP-RAM design was also synthesized for a 0.18-µm TSMC
CMOS technology standard cell implementation [32]. Figure
7 shows the layout of the 20.65mm2 64-PE DSP-RAM chip.
The estimated core power consumption is 621-mW when the
DSP-RAM operates at 100-MHz.

To develop the LST MIMO receiver algorithm, we used the
following three-step design flow:
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TABLE III

RESOURCEUTILIZATION BY DSP-RAM PE IMPLEMENTATION

Device 4-input LUTs Slice FFs Slices BRAMs

Virtex E 1220 619 713 2

(0.0187%) (0.0095%) (0.0219%) (0.0096%)

VirtexII 1186 620 684 2

(0.0127%) (0.0066%) (0.0146%) (0.0119%)

VirtexII Pro 1133 616 666 2

(0.0119%) (0.0055%) (0.0119%) (0.0035%)������ ���	 �

�� ������ ��

���������	 �
Fig. 7. Chip Plot of a 64-PE DSP-RAM in 0.18-µm CMOS.

(1) MATLAB programs that model different LST decoding
algorithms for an(nT , nR) MIMO system were written and
verified in simulation. The variance of the AWGN noise vector
was normalized by

σ2
w =

nT ×Esav

2 log2 q
×10−ρdB/10, (4)

which is the noise energy per bit. The average energy per
bit was thus normalized to1. Here log2 q is the number of
transmitted bits per constellation point,ρdB is the SNR in
dB, andEsav = 2(q − 1)/3 is the mean symbol energy of
the q-QAM constellation. Figure 8 plots the SER versus SNR
simulation results for five different LST decoding algorithms
for a (4,4) MIMO system that utilizes 16-QAM modulation
over a flat Rayleigh fading channel. The ordered QR method
requires one order of magnitude less computational complexity
than the MMSE-LST decoding algorithm, but it has degraded
SER performance due to the sub-optimal ordering employed
in the MGS calculation.

(2) Floating-point and fixed-point versions of the LST de-
coding algorithm were developed in C++, and these implemen-
tations were optimized and verified for six target processors.
Considering the time and accuracy objectives, the LST decod-
ing algorithm was expressed using complex arithmetic. Dif-
ferences in the computer architecture, available programming
languages, and compiler quality can make large differences
in the way one implements a decoding algorithm. A parallel
implementation of the LST decoding algorithm was developed

16161616 18181818 20202020 22222222 24242424 26262626 28282828 30303030 32323232 34343434 36363636 38383838 40404040
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Fig. 8. Symbol error rate vs. SNR for ZF, MMSE and three different LST
algorithms, for a (4,4) MIMO system utilizing 16-QAM modulation over a
Rayleigh flat-fading channel.

on a DSP-RAM C++ emulator. Our emulator provides a
debugging environment for a fixed-point implementation of the
algorithm on the parallel DSP-RAM architecture and reports
the exact clock cycle count required to execute a program,
including the I/O and inter-PE communication cycles. This
count can be used to choose an appropriate clock frequency
for the DSP-RAM to achieve real-time decoding. During
implementation of the parallel LST decoding algorithm for the
emulator, the developer is entirely responsible for controlling
and efficiently utilizing the available functional units and for
avoiding any possible structural hazards. The compiled code
produced from a high-level language program implementation
of LST decoding can be less efficient than expertly optimized
assembly language code. Similarly, our optimized micro-coded
implementation of LST decoding on DSP-RAM probably has
an efficiency advantage over compiled code even when, as
we did, all optimization features of the compiler enabled.
Also, the PIM-style architecture of DSP-RAM requires many
fewer clock cycles to access the on-chip memory banks than
those required by conventional processors for off-chip memory
accesses.

Table IV gives the number of clock cycles required to
decode received ST signals and the number of clock cycles
required to calculate the nulling vectors for a4 × 4 channel
matrix. The reason that the number of clock cycles to decode
64 ST signals does not increase linearly with the number of
ST signals is that most of the DSPs utilize some degree of
parallelism in their instruction set architecture. For example,
the ADSP-TS203 DSP provides a parallel core that can execute
eight 16-bit MACs with 40-bit accumulation in one clock
cycle. Also, the TMS320C6416T DSP contains two identical
fixed-point data-paths. DSP-RAM can provide a much greater
degree of parallelism (e.g.,nP = 64) than these DSPs and,
therefore, the data-parallel LST decoding algorithm can scale
efficiently on the linear architecture of DSP-RAM. Thus the
number of clock cycles to decode 64 ST symbols is not much
more than the number required to decode one received signal
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TABLE IV

CYCLE COUNTS TO DECODE RECEIVEDST SIGNALS AND CALCULATE

NULLING VECTORS OF A4× 4 CHANNEL MATRIX

Processor Decode Decode Calc. Nulling

One ST Symbol 64 ST Symbols Vectors

ARM7TDMI 4,798 206,396 43,641

SA-110 3,124 146,698 33,701

PXA255 3,732 155,602 22,698

TMSC6416T 1,812 87,714 25,340

TMSC6713 1,814 90,386 17,572

ADSP-TS203 1,555 70,455 13,216

DSP-RAM 1,078 1,174 12,742
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Fig. 9. SER vs. SNR for floating-point (FP) and four fixed-point number
representations.

and hence the throughput is increased by a factor of64. To
calculate the 4 nulling vectors of a4× 4 channel matrix, one
must perform four pseudo-inversions of the reduced channel
matrices, with the rank reducing from 4 to 1. For a DSP-
RAM implementation, the pseudo-inverse operation can be
performed efficiently in parallel using the mapping described
in Section IV over 16 PEs. However, since the required
degree of parallelism is onlynR × nT , the number of clock
cycles required to calculate 4 nulling vectors in a DSP-RAM
implementation is close to the number required by the slightly
parallel ADSP-TS203 DSP.

(3) Once the design was completed on the emulator, test
vectors were designed and used as the stimulus to the HDL
model. After the algorithm was verified in simulation, it was
synthesized for the target FPGA. Figure 9 plots the SER
versus SNR results of the ordered QR-LST decoding for the
various number representations of the MIMO system reported
in Figure 8. The product word length and sum word length
were set to 32 and 48, respectively, for all implementations.
Note that a 12-bit fraction field, labeled asFI(16, 12) in
the figure, achieves almost the same SER performance as the
floating-point implementations up to a SNR of 32 dB.

Consider a (4,4) MIMO system that exploits spatial multi-
plexing using an LST architecture and 16-QAM modulation.

TABLE V

DECODING THROUGHPUT OF THELST DECODER IMPLEMENTATIONS FOR

A (4,4) MIMO SYSTEM UTILIZING 16-QAM MODULATION , WITH THE

BLOCK-FADING CHANNEL MODEL ASSUMPTION, AND Tb = 100 ms

Processor Clock Max. Decoding

Freq. (MHz) Throughput (Mb/s)

ARM7TDMI 133 0.64

SA-110 233 1.58

PXA255 400 2.56

TMSC6416T 720 8.2

TMSC6713 225 2.48

ADSP-TS203 500 7.09

DSP-RAM 100 85.07

We will make the common assumption of symbol-synchronous
receiver sampling and ideal timing recovery. Also, for a
typical indoor wireless environment with a maximum Doppler
frequency offm = 3 Hz, the coherence time of the channel
can be calculated asTc = 0.423/fm [33]. Assuming a block-
fading wireless channel, where the channel response is almost
invariant during the coherence time of the channel, the block
duration can be chosen to beTb = 100 ms. Let kn denote
the number of clock cycles required to computenT nulling
vectors. To achieve real-time decoding,kn+(Ld×kd)

fp
should be

less than or equal toTb, wherekd is the number of clock
cycles required to decode one received ST signal,Ld is the
number of ST data symbols in a block of lengthL, andfp is
the clock frequency of the receiver signal processor. Assume
that each block is divided into a set of 64 ST symbols frames.
Since most conventional processors utilize some degree of
parallelism in their instruction set architecture, we introduce
kd64 to denote the number of clock cycles required to decode
one frame of 64 ST symbols. Therefore, the number of ST
symbols in a block can be written as:

Ld =
K − kn

kd64
× 64 (5)

where K = Tb × fp is the total clock cycle budget for
Tb periods. Equation 5 shows that in addition to the clock
frequency of the signal processor, the efficiency of the pro-
cessor when executing the LST decoding algorithm has a
great influence on decoding performance. To maximize the
decoding throughput, the denominator of Equation 5 should
be minimized. An efficient way to achieve this goal is to
map the decoding algorithm over an array of PEs that operate
concurrently. The results in Table V show that a 64-PE DSP-
RAM can decode at more than 10 times the bit rate of
a high-performance conventional DSP processor. The higher
throughput is achieved even though DSP-RAM’s assumed 100-
MHz clock frequency is much smaller than that of the 720-
MHz TMSC6416T DSP.

VI. CONCLUSIONS

A PIM-style moderately-parallel architecture, called DSP-
RAM, has been evaluated as an alternative to commercial
DSPs and has been synthesized to implement parallel LST
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MIMO receiver algorithms. Since the structure of LST de-
coding algorithms scales very well on the linear array of PEs
in DSP-RAM, the data throughput can be readily increased
by using more PEs. The performance results demonstrate that
a 64-PE 100-MHz DSP-RAM can potentially provide more
than 10 times greater decoding throughput in a typical indoor
environment compared to a high-performance 720-MHz DSP
processor. The significant speed-up of the parallel DSP-RAM
architecture can be exploited to permit a lower operating clock
frequency and/or a lower operating voltage, which would have
the further benefit of lowering the power consumption.
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